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ARTICLE INFO ABSTRACT

Keywords: We explore a computational approach to proving the intractability of certain counting
Holant problem problems. These problems can be described in various ways, and they include concrete
Holographic reduction . - .
problems such as counting the number of vertex covers or independent sets for 3-
regular graphs. The high level principle of our approach is algebraic, which provides
sufficient conditions for interpolation to succeed. Another algebraic component is
holographic reductions. We then analyze in detail polynomial maps on R? induced by
some combinatorial constructions. These maps define sufficiently complicated dynamics
of R? that we can only analyze them computationally. In this paper we use both
numerical computation (as intuitive guidance) and symbolic computation (as proof
theoretic verification) to derive that a certain collection of combinatorial constructions,
in myriad combinations, fulfills the algebraic requirements of proving #P-hardness. The
final result is a dichotomy theorem for a class of counting problems. This includes a
class of generic holant problems with an arbitrary real valued edge signature over (2, 3)-
regular undirected graphs. In particular, it includes all partition functions with 0-1 vertex
assignments and an arbitrary real valued edge function over all 3-regular undirected
graphs.
© 2010 Elsevier B.V. All rights reserved.

1. Introduction

In this paper we study some counting problems which can be described in the following way. We are given a graph
G = (V,E). At each vertex v € V there is a function f,, and at each edge e € E there is a function g,. We also call
these functions f, and g. signatures. These functions take 0-1 inputs and output real values in R. Now consider all 0-1
assignments o at each end of every edge e = (x,y), i.e., a value o (e, x) and o (e, y). The counting problem is to compute
> o 11, fo(o 1v) [ 1, &(o |e), where the sum is over all 0-1 assignments o, of products of function evaluations overallv € V
and e € E. Here o |, denotes the values assigned locally by o at v, i.e., the ends of all edges incident to v, and o |, denotes
the values assigned by o at the two ends of e. If each f,, is the EQUALITY function (of arity = deg(v)), then ¢ can be thought
of as 0-1 assignments over the vertex set V. Similarly if each g is the EQUALITY function (of arity two), then o can be taken
as 0-1 assignments over E. In this paper we will actually only consider the standard form of Holant problems where each
edge function g, is the EQUALITY function. This is without loss of generality, as will be explained in Section 2. This will be our
default form of Holant problems (see (1)).
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For example, choosing EQUALITY for every edge, the problems of counting Matchings or Perfect Matchings correspond to
taking the AT-MosT-ONE or EXACT-ONE function at each vertex, respectively. Similarly counting all vertex covers on a graph
G = (V,E) corresponds to choosing each f, to be the EQuALITY function of arity deg(v), and g. the ORr function on two
inputs. For 3-regular graphs, each f,, is the EQUALITY function of arity three. Yet another example is Independent Set, which
corresponds to EQuALITY for f, and AT-MosT-ONE for g,. This framework of counting problems is called Holant Problems
[9,11], and in general the assignments ¢ can take values in any finite set [q]. Classically, when f, is fixed to be EQUALITY,
and each edge is given the same Boolean function (o takes values in [q], the edge function maps [q] x [q] to {0, 1}), this
problem is known as the graph homomorphism problem (or H-colorings or H-homomorphisms, or partition functions) [17-
20]. Here H is a fixed directed or undirected graph (with possible self loops) given by a ¢ x q Boolean adjacency matrix. A
mapping o : V(G) — V(H) is a homomorphism iff for every edge (x,y) € E(G), H(o (x), o (y)) = 1. Then the quantity
> l_[(x,y)eE(G) H(o (x), o (y)) counts the number of H-homomorphisms. Vertex cover is the special case where H is the two-
vertex graph ({0, 1}, {(0, 1), (1, 0), (1, 1)}). Dichotomy theorems (i.e., the problem is either in P or #P-hard, depending on
H) for H-homomorphisms with undirected graphs H and directed acyclic graphs H are given in [18,17] respectively. H-
homomorphisms can also be studied for more general functions than Boolean valued functions. A dichotomy theorem for
any symmetric matrix H with non-negative real entries is proved in [5]. Very recently Goldberg et al. in a most impressive
73—pagle paper [19] have proved a dichotomy theorem for any real symmetric matrix H. We will make use of these results
[5,19].

Another related incarnation of these problems is known as Constraint Satisfaction Problems (CSP) [4,14-16].In a Boolean
CSP, there is a set of Boolean variables represented by vertices U on the left-hand side (LHS) of a bipartite graph (U, W, E).
The right-hand side (RHS) vertices W represent constraint functions. This is equivalent to a Holant problem where it is
implicitly assumed that each vertex in U is labeled by an EQuALITY function and each vertex in W is labeled by a constraint
function. Thus EQUALITY of arbitrary arity is implicitly assumed to exist in input instances for CSP. If each vertex w € W is of
degree 2 and is assigned the same function, then effectively we can treat w as “an edge” (by merging the two edges incident
to w), and we return to the setting of H-homomorphisms. Furthermore if each u € U has degree 3 then this is effectively
a 3-regular graph. We call a bipartite graph (U, W, E) 2-3 regular if deg(u) = 3 and deg(w) = 2foru € Uand w € W.
As indicated, this encompasses 3-regular graphs. It turns out that if EQUALITY gates of arbitrary arity are freely available in
possible input graphs then it is technically easier to prove #P-hardness. For holant problems the EQUALITY gates are not
freely available unless explicitly given, proofs of #P-hardness become more challenging, because we are more constricted
in the design of gadgets in possible reductions. Furthermore there are indeed cases within this class of counting problems
where the problem is #P-hard for general graphs, but solvable in P when restricted to 3-regular (or 2-3 regular) graphs.

In this paper we consider mainly 2-3 regular graphs (U, W, E) where each u € U is assigned the EQUALITY function (of
arity 3) and each w € W is assigned a real symmetric function on two bits. This is the same as holant problems with 0-1
vertex assignments over 3-regular undirected graphs with an arbitrary real valued edge signature. We denote a symmetric
function on n bits as [fo, fi1, . . . , fu] where f; is the value of the function on inputs of Hamming weight i. Then our problem
can be denoted as #[1, 0, 0, 1] | [xo, X1, X2], where xg, X1, X, € R. Our main result in this paper is a complexity dichotomy
theorem for this class of problems.

It turns out that studying counting problems in this framework has a close connection with holographic algorithms and
reductions [25]. One can transform the general counting problem #[yg, y1, y2, 3] | [X0, X1, X2] on 2-3 regular graphs for any
pair of symmetric functions to either #[1, 0, 0, 1] | [zo, 21, z2] or #[1, 1, 0, 0] | [zo, 21, 2] by holographic reductions [9],
except in some degenerate cases, which are trivially tractable. In [9] a dichotomy theorem was shown for all problems in
this class where x; and y; are 0-1 valued. The two cases #[1, 0,0, 1] | [z, z1, 2] or #[1, 1,0, 0] | [2o, 21, 2] correspond
to a certain characteristic polynomial (which has coefficients defined in terms of x;’s and y;’s) having distinct roots or
double roots, with the first case being the generic case of distinct roots. Thus our problem #[1, 0, 0, 1] | [Xo, X1, X2] for
X0, X1, X2 € R corresponds to the generic case with two distinct real characteristic roots. By holographic reductions our
dichotomy theorem for #[1, 0, 0, 1] | [xo, X1, X2] has extensions to more general forms. The framework of holant problems
was formally introduced in our previous work; we refer to [9,11] for formal definitions and notations. The problems studied
in this paper are a very restricted class, over 2-3 graphs, but we find it the simplest class for which it is still non-trivial to
prove a dichotomy theorem. It is also a simple class which includes some interesting combinatorial problems. Compared
to CSP problems, generally it is more difficult to prove hardness for holant problems. This is because in holant problems
EQUALITY gates are not assumed to be present implicitly (if they are, they can be used in reductions for free). As shown in
[11], the 2-3 regular graphs are the most basic and also technically the most difficult cases. The dichotomy theorems of
general cases in [11] are reduced to these 2-3 regular ones.

The absence of EQUALITY gates of arbitrary arity in problem specification is a real hindrance to proving #P-hardness.
Proofs of previous dichotomy theorems make extensive use of constructions called thickening, stretching and pinning.
Unfortunately all these constructions require the availability of EQUALITY gates of arbitrary arity to carry out.

Our approach is to reduce H-homomorphism problems (where vertices take 0-1 values) to our problem. There is a
dichotomy theorem for H-homomorphism problems. This amounts to proving the reduction

#{:17 =25 T3y e vy Tky - - '} | [X03 x]sxz] =r #[13 07 07 1] | [XO, X1, xz]a

Tha forthcoming paper [6,7] a general dichotomy theorem for any complex symmetric matrix H is proved.
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where = is the EQUALITY gate of arity k (e.g., =3 is the same as [1, 0, 0, 1]). We use a set of signatures on one side to mean
that any signature from that set can be used for vertices on that side of the bipartite graph. The desired EQuUALITY gates
{=1,=2,=3,..., =k, ...} will be “produced” by simulation in a chain of reductions.

The main effort of this paper is to prove that a suitable collection of combinatorial constructions succeed in the aggregate.
Our constructions lead to polynomial maps on the plane R? which are sufficiently complicated that a traditional analysis
seems very difficult. First we formulate some algebraic conditions that are sufficient for interpolation to succeed. Then we
show that a set of combinatorial constructions succeed iff the intersection of certain failure sets is empty. This set can be
shown to be a semi-algebraic set, i.e., a set defined by a finite set of polynomials (F = 0 or F > 0).

Theoretically, then, we may appeal to Tarski’s theorem [21] on the decidability of semi-algebraic sets to finish the proof
(assuming indeed that the constructions succeeded). However, decision algorithms for semi-algebraic sets are of notoriously
high complexity (in worst case bound and in actual execution [13,2,12,1]).

The real work of this paper is to find a way to give a computational proof that some collections of combinatorial
constructions jointly succeed. We use computation in our investigations in two separate ways. First we use numerical
computation (mainly Matlab™) to guide our choice and pruning of combinatorial designs. Second we use symbolic
computation (mainly CylindricalDe- composition in Mathematica™) to produce proofs about semi-algebraic sets.
Along the way many “engineering” approaches were needed to coax symbolic computation to terminate and produce a
definite result.

2. Definitions and background

In this section, we state the counting framework more formally. A signature grid 2 = (G, ) is a tuple, where G = (V, E)
is a graph, and each v € V(G) is assigned a function f, € £, taking its incident edges as inputs. A Boolean assignment o for
every e € E gives an evaluation [ [, f, (¢ |rw)), where E(v) denotes the incident edges of v. The counting problem on the
instance £2 is to compute?

Holante = ) [ Tfi(@ lew)- (1)
o veV
The functions f, are also called signatures. We can express f, as a vector indexed by {0, 1}". Our functions are real valued
functions. Our results are not sensitive to the exact models of real number computation, as long as ordinary addition and
multiplication operations are included (see [22,3]).

In Section 1 we started with the slightly more general setting where signatures are given at both vertices and edges, and
we sum over all assignments which assign values at both ends of an edge. But this generalization can be easily simulated
by just edge assignments in a signature grid as follows: Replace each edge e = (x, y) by a path of length two from x to y,
and introduce a new vertex v, of degree 2 in the middle. The function g, given at e becomes the function at v,. The values
o (e, x) and o (e, y) assigned at the two ends of e become the values assigned to the two new edges of the path. Then we can
consider all assignments for the new edge set. This substitution makes G a bipartite graph, where on one side every vertex
(the new ones) has degree 2. By giving EQUALITY to all original vertices the Holant becomes a sum over vertex assignments
in the original graph. More generally, for bipartite graphs, giving EQUALITY to all vertices on one side defines a CSP problem.

As discussed in the previous section, many important counting problems can be viewed as computing Holant, for
appropriate signature grids, such as counting (perfect) matchings and counting vertex covers. Many counting problems
not directly defined in terms of graphs can also be formulated as holant problems, e.g., the #SAT problem.

A signature is called symmetric, if each signature entry only depends on the Hamming weight of the input. We use

[fo, f1, ..., fz] to denote a symmetric signature on n inputs, where f; is the value on inputs of weight i. The signature
[1,0,...,0, 1], where there are k — 1 > 0 many 0's, is the EQUALITY function of arity k. Another notation for this is =y.
2.1. ¥-Gate

Any signature from F is available at a vertex as part of an input graph. Instead of a single vertex, we can use graph
fragments to generalize this notion. An #-gate I" is a pair (H, ), where H = (V, E, D) is a graph with some dangling
edges D. (See Fig. 1 for one example.) Other than these dangling edges, an # -gate is the same as a signature grid. The role of
dangling edges is similar to that of external nodes in Valiant’s notion [24], however we allow more than one dangling edge
for anode. In H = (V, E, D) each node is assigned a function in & (we do not consider “dangling” leaf nodes at the end

of a dangling edge among these), E are the regular edges, denoted as 1, 2, ..., m, and D are the dangling edges, denoted as
m+1,m+ 2, ..., m+ n.Then we can define a function for this #-gate I = (H, ¥),
'y, Y2, .90 = Z H(X1,X2, ... Xm, Y1, Y25 - - -5 V)

X1,X2,...,xm€{0,1}™

where (y1, y2, ..., ¥n) € {0, 1}" denotes an assignment on the dangling edges and H (x4, X2, . . ., Xm, Y1, Y2, - - . » Yn) denotes
the value of the signature grid on an assignment of all edges, i.e., the product of evaluations at every vertex of H, for

2 The term Holant was first introduced by Valiant in [25] to denote a related exponential sum.
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Fig. 1. An ¥ -gate.

(X1,X2, .- o, Xm, Y1, Y2, - - . ¥Yn) € {0, 1} We will also call this function the signature of the #-gate I". An ¥ -gate can
be used in a signature grid as if it were just a single node with the particular signature. We note that even for a very
simple signature set ¥, the signatures for all #-gates can be quite complicated and expressive. Matchgate signatures are
an example [24].

In this paper, we mainly consider bipartite graphs. We use #§ | R to denote all the counting problems, expressed as holant
problems, on bipartite graphs H = (U, W, E), where each signature for a vertex in U or W is from § or R, respectively. An
input instance of the holant problem is a signature grid and is denoted as £2 = (H, §|R). In this bipartite setting, we should
also specify, for each dangling edge of an # -gate, which part it is expected to connect to.

2.2. Holographic reduction

To introduce the idea of holographic reductions, we consider bipartite graphs. We note that this is without loss of
generality. For any general graph, we can make it bipartite by adding an additional vertex on each edge, and giving the
new vertex the EQUALITY function [1, 0, 1].

One can perform linear transformations on the signatures. We will define a simple version of holographic reductions,
which is invertible. Suppose #4|R and #4'| R’ are two holant problems defined for the same family of graphs, and let
T € GL, be an invertible 2 x 2 matrix. We say that there is a holographic reduction from #4|R to #4’|R’, if the contravariant
transformation G’ = T®8G and the covariant transformation R = RT® mapG € 4to G € ¢’ andR € RtoR' € R where G
and R have arity g and r respectively. (Notice the reversal of directions when the transformation T®" is applied. This is the
meaning of contravariance and covariance. Here G and G’ are identified with 28 -dimensional column vectors. Similarly R and
R’ are identified with 2"-dimensional row vectors. T®" is the n-th fold tensor product of T.)

Theorem 1 (Valiant’s Holant Theorem). Suppose there is a holographic reduction from #|R to #4'|R’ mapping signature grid
£2 to £2’, then Holant, = Holantg:.

In particular, for invertible holographic reductions that are 1-1 and onto from #4|R to #4/|R’, one problem is in P iff
the other one is, and similarly one problem is #P-hard iff the other one is also.

3. A dichotomy theorem and reduction chain

Our main theorem is the following dichotomy theorem.

Theorem 2. The counting problem #[1, 0, 0, 1] | [xo, X1, X2] is #P-hard unless one of the following conditions holds: (1) xf =
XoX2; (2) xo = x3 = 00rx; = 0; (3) xg = X1 = —X Or X9 = —X1 = —X»; the problem #[1, 0, 0, 1] | [xo, X1, X2] is polynomial
time computable in these three cases.

We remark that if we restrict ourselves to planar graphs, there is a 4th category of tractable cases X, = x;, which can
be solved in polynomial time by holographic algorithms with matchgates [25,8]. All cases other than those listed in the 4
categories are #P-hard for planar graphs.

Now we return to general (not necessarily planar) graphs. If x; = 0, the problem is easily computable in polynomial time,
by a connectivity argument. So we consider the case x; # 0, and by a scalar factor, we can assume x; = 1. Then the general
problem can be stated as #[1, 0, 0, 1] | [a, 1, b], and naturally it can be identified with a point (a, b) in the real plane R.

We first note that ifab = 1 or (a,b) € {(0,0), (1, —1), (—1, 1)}, the more general problem #{=1, =5, =3, ..., =
,...} | [a, 1, b] is tractable in P (see [5,19]). It follows easily that our problem #[1, 0, 0, 1] | [a, 1, b] is also tractable in P.
We remark that the problem #[1, 0, 0, 1] | [1, 1, —1] has the following natural interpretation. Given a 3-graph G with n
vertices, any subset of vertices induces a subgraph with either an odd or an even number of edges. Let X and Y denote
the number of induced subgraphs with an odd and even number of edges, respectively. Then the solution to the problem
#[1,0,0,1]|[1,1, —1]oninput Gis Y — X, with X + Y = 2". Thus the problem computes the value X (and Y).
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[1,0,0,1]

(1.1]

Fig. 2. A small gadget.

Fig. 3. A gadget for [1, 1] whena = b.

Now suppose (a, b) € R? such thatab # 1 and (a,b) ¢ {(0,0), (1, —1), (=1, 1)}. It is known that in this case

#{=1,=2,=3,..., =k, ...} | la, 1, b] is #P-hard [5,19]. For these (a, b), we show our problem #[1, 0, 0, 1] | [a, 1, b] is
#P-hard by giving a chain of reductions,

#{=1,=2,=3,..., =k, ...} | [a,1,b] <7 #[1,0,0,1]]|{[a, 1, b], [1,0, 1]} (2)

<r #{[1,0,0,1],[1,0, 1]} | [a, 1, b] (3)

<r #[1,0,0, 11| {[a, 1, b], [1, 11} (4)

<r #[1,0,0,1] | [a, 1, b]. (5)

The goal of this reduction chain is to “simulate” EQUALITY of arbitrary arity. Step (2) is easy. With [1, 0, 1] on the RHS
and [1, 0, 0, 1] on the LHS we can simulate any =. To prove step (3) we use the following lemma. It shows that if we have
[1, 0, 1] on the LHS, we can perform stretching and interpolate [1, 0, 1] on the RHS. It is a special case of Lemma 3.4 in [18]
by Dyer and Greenhill:

Lemma 3. Ifab # 1and F is a set of signatures, then
#F [{la, 1,b],[1,0, 1]} <r #¥ U {[1,0, 1]} | [a, 1, b].

This proves Step (3). However, compared to our problem #[1, 0, 0, 1] | [a, 1, b] we do not have the signature [1, 0, 1] on
the LHS. The way we accomplish this is to realize a unary signature [1, 1] on the RHS. If we have [1, 1] on the RHS, we can
realize [1, 0, 1] on the LHS by the simple gadget in Fig. 2, which proves step (4).

Then, the main task is step (5): to realize [1, 1] on the RHS. Ifa = b & {0, —1}, we can realize [1, 1] by the gadget in
Fig. 3. The signature of the # -gate is [a® + a, a® + a], and we can take the common factor a + a # 0 out to get [1, 1] given
thata ¢ {0, —1}. Note thata = b = O or a = b = —1 fall in the tractable cases in Theorem 2.

If a # b, we do not know how to realize [1, 1] directly for a generic pair (a, b). However, it turns out that we can
interpolate all the unary functions on the RHS. This is our main lemma in this paper.

Lemmad4. Ifab # 1,a # band (a,b) &€ {(1, —1), (—1, 1)}, then
#(1,0,0,1] | {[a, 1,b]} U U <7 #[1,0,0, 1] | [a, 1, b],
where U denotes any finite subset of all unary signatures.

The proof of Lemma 4 will show the reduction where U consists of a single unary signature. By the transitivity of polynomial-
time Turing reductions (or Cook reductions <r) the reduction holds for any finite set U of unary signatures.

We remark that when a = b, the reduction in Lemma 4 does not hold. So the case a = b must be handled separately as
above.

4. Interpolation method

In this section, we discuss the interpolation method we will use for our main lemma. Polynomial interpolation is a
powerful tool in the study of counting problems initiated by Valiant and further developed by Vadhan et al. [23,18]. We
want to show that for any unary signature f = [x, y], we have #[1,0, 0, 1] | {[a, 1, b], [x, y]} <r #[1,0,0, 1] | [a, 1, b],
under some conditions on a and b. Let 2 = (G, [1, 0, 0, 1] | {[a, 1, b], [X, ¥]}) be a signature grid. Here [x, y] appears on the
RHS. We want to compute Holant, in polynomial time using an oracle for #[1, 0, 0, 1] | [a, 1, b].
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e

Fig. 4. Recursive construction.

Let V; be the subset of vertices in G assigned f in £2. Suppose |V;| = n. These vertices are on the RHS, all with degree 1,
and all connected to some vertex on the LHS of degree 3. We can classify all 0-1 assignments o in the Holant sum according
to how many vertices in V; whose incident edge is assigned a zero or a one. Then the Holant value (1) can be expressed as

Holant, = Z Cixiyn_i, ©6)

0<i<n

where ¢; is the sum over all edge assignments o, of products of evaluations atall v € V(G) — Vf, where o is such that exactly
ivertices in Vy have their incident edges assigned 0 (and n — i have their incident edges assigned 1). If we can evaluate these
¢;, we can evaluate Holantg,.

Now suppose {G;} is a sequence of F-gates using signature pairs [1, 0, 0, 1] | [a, 1, b]. Each G, has one dangling edge

which is to be connected externally to a vertex of degree 3. Denote the signature of G by f; = [x;, ys],fors =0, 1, .... Ifwe
replace each occurrence of f by f; in £2 we get a new signature grid §2; on signature pairs [1, 0, 0, 1] | [a, 1, b] with
Holantg, = Z Xyt (7)
0<i<n

One can evaluate Holantg, by oracle access to #[1, 0, 0, 1]|[a, 1, b]. Note that the same values ¢; appear in the sums Holant,
and Holant, . We can treat ¢; in (7) as a set of unknowns in a linear system. The idea of interpolation is to find a suitable
sequence {f;} such that the evaluations of Holant,, for polynomially many s, give a linear system (7) of full rank, from which
we can solve for all ¢;.

In this paper, the sequence {Gs} will be constructed recursively using suitable gadgetry. There are two gadgets in a
recursive construction: one gadget has arity 1, giving the initial signature g = [xo, ¥o]7; the other has arity 2, giving the
recursive iteration. It is more convenient to use a 2 x 2 matrix A to denote it. We remark that the dangling edge of the arity
1 gadget is expected to connect externally to a vertex of degree 3; from the gadget of arity 2, one dangling edge is to be
connected externally to a vertex of degree 3 and the other to a vertex of degree 2. So we can recursively connect them as in
Fig. 4 and get {G;}.

The signatures of {G,} have the relation [XS] =A [Xs_l], where A = | 91! au] andg = [XO]. In the following, we will

Vs Ys—1 a1 a2 Yo
call this gadget pair (A, g) the recursive construction. It follows from Lemma 6.1 in [23] that

Lemma 5. Let o and B be the two eigenvalues of A. If det(A) # 0, g is not a column eigenvector of A (nor the zero vector), and
o/ B is not a root of unity, then the recursive construction (A, g) can be used to interpolate all unary signatures.

Notice that both A and g are functions of (a, b). Here we relax the condition that £ is not a root of unity to | % | # 1so that

all the conditions can be described by polynomial equalities or inequalities of (a, b). We denote by [Ag, g] the 2 x 2 matrix
with first column Ag and second column g. Then det[Ag, g] = 0 is equivalent to g being a column eigenvector of A (or the
zero vector). If tr A # 0 and the discriminant (tr A)> — 4det(A) > 0, then it is easy to see that the two eigenvalues o and 8
have unequal norms.

Definition 6. The failure set of a recursive construction (A, g) is the following semi-algebraic set # (A, g):
[det(A) = O] or [trA = 0] or [(trA)2 — 4det(A) < 0] or [det[Ag, g] = 0].
Denote by
E={(a,b)eR?> | ab=1ora=bor(a,b)=(1,—1or(ab) = (-1, 1)},

the exceptional cases of Lemma 4. We prove there are a finite number of gadgets (A;, g;), wherei =1, 2, ..., C, such that

() F A g) CE. ®)
i
This would imply Lemma 4.

5. Computational proof

We prove Lemma 4 by establishing (8). We will give an account of the many steps taken to overcome various difficulties.
Some of the difficulties are not of a logical nature, but a matter of computational complexity, in a practical sense. The
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Fig. 5. The initiation component g.

Fig. 6. The iterative component A.
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Fig. 7. The failure set of the first gadget.

proof will be a combination of mathematical derivation (in a traditional sense) and an “engineering” undertaking. We find it
amusing that we must contend with practical computational complexity in proving theorems of computational complexity.

We will construct some combinatorial gadgets. As described earlier each gadget will depend on two components: an
initiation component and an iterative component. We start with the simplest gadgets in Figs. 5 and 6. (In our figures, unless
otherwise specified, all vertices of degree 3 and 2 have signatures [1, 0, 0, 1] and [a, 1, b], respectively.)

The gadget in Fig. 5 has a unary signature [a® 4+ b, a + b®], and must be externally connected to a vertex of degree 3. The
gadget in Fig. 6 has one dangling edge connecting to a degree 2 vertex and another dangling edge connecting to a degree 3

a@+b) a+b’
a+b bla+b)|

We consider the failure set % (A, g) for this gadget. The inequality is our main concern as the equalities define a lower

dimensional set. We now focus on the main failure set

F*(A) = {(a,b) € R* — E | (tr(A))? — 4det(A) < 0}.

vertex. The matrix A for the gadget in Fig. 6 is [

This set is depicted in Fig. 7. We remark that this main failure set only depends on the iterative gadget A and in the following
discussion we focus on this component.

This picture is produced by numerical computation. We will use numerical computation, not as proof, but as intuitive
guidance in our search for gadgets. For example, suggested by the numerical computation, after some standard estimation
we can prove (traditionally) that this set #*(A) is bounded by the square [—2, 1] x [—2, 1]. A consequence of this is that for
every (a, b) € [—2, 1] x [—2, 1], except on a lower dimensional set, the problem is already proved to be #P-hard. Another
side benefit of this boundedness is that, going forward, all numerical detective work will be restricted to a bounded region,
which would have been hard to do without the boundedness.

Our goal, then, is to somehow shrink this failure set, by finding good gadgets. In Fig. 6, the dashed box can be replaced by
another unary gadget whose dangling edge is to be connected to a vertex of degree 3. Let this unary gadget have signature

ac

[c, d], then the iterative component will have signature A = bdd:| Thus a natural idea is to design another gadget

replacing that part with another unary gadget. Here is another such gadget.
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Fig. 8. The failure set using g’.

This gadget has the unary signature g’ = [a® + 3a® + ab® + 2b + b*, b° + 3b? + ba? + 2a + a*], and can be used instead
of g in the dashed box. The result of using g’ instead of g is illustrated in Fig. 8.

If we take the numerical computation as trustworthy, then outside of the intersection of Figs. 7 and 8, modulo a
lower dimensional set, #P-hardness has already been established. Our hope then is to find enough gadgets such that the
intersection becomes empty (as a subset of R — E). We note crucially that the intersection, together with the lower
dimensional set, is a semi-algebraic set. Thus it is decidable, by Tarski’s theorem [21], whether a particular finite collection
of gadgets produces an empty intersection. Thus to prove that for all (a, b) not in the known tractable set the problem is
#P-hard, “all we need to do” is to find a sufficient number of gadgets, and apply Tarski’s theorem. Of course this plan can
only succeed if the statement is actually true, and we can in fact find a finite number of gadgets whose intersection of failure
sets is indeed empty. Certainly there is no point in applying Tarski’s theorem when numerical computation indicates that
the gadgets found so far are manifestly insufficient.

Off we go to hunt for more gadgets. The next idea is to use the iterative construction for a different purpose. We will use
the iterative construction now to construct many unary signatures, each to be used inside the dashed box for the original
iterative construction. More precisely, if we use g (or g’) as the initial unary signature inside the dashed box, and iterate
the construction k times, we will obtain k new unary signatures, say, g1, £2, . . . , 8. each of which can be used as the initial
signature [c, d] inside the dashed box to start the iterative construction for the purpose of interpolation.

After some numerical computation the evidence is that while the intersection of failure sets gets thinner, these gadgets
are still not enough. The next idea is that in our iterative construction for the initial unary signatures, we can use either g
or g’ in the dashed box interchangeably, per each iteration. Thus, to iterate this process k times, we can produce 2* initial
signatures usable as [c, d], with which to start its own iterative construction for the purpose of interpolation. After some
experiment (numerical computation again) we decided that this is not so trivial. And so we started a computer search, with
iteration depth k = 1, 2, ..., and with a random choice of g or g’ per each iteration.

Our computation reveals that at depth k = 15 certain sequences g and g”’s seem to have produced a collection of [c, d]'s
to start the iterative construction, whose failure sets have an empty intersection. We then hand-pick and prune it down: A
particular sequence of 7 copies of g and g’ in succession produced a collection, whose failure sets seem to have an empty
intersection. All of this is not proved, but strongly suggested by numerical computation.

At this point, it seems that we just need to hand this to Tarski’s theorem. But we encountered an unexpected problem.
The 7 gadgets produced a well defined semi-algebraic set which is presumably empty and this fact is decidable; however,
the emptiness computation simply will not terminate. (In fact it did not terminate even for 6 gadgets.) Thus our problem
has turned into a practical misfortune: fewer gadgets are not sufficient (numerical evidence); more gadgets seem to suffice,
but they are too complicated to handle analytically and beyond the capability of symbolic computation. We should note that
this insistence on proofs beyond numerical evidence is absolutely necessary; we had many instances in this proof where
numerically indicated assertions are actually false.

We next assessed what feature of a gadget appears to have the greatest impact on the practical performance of the
decision procedure on semi-algebraic sets. And this appears to be the degree of the polynomial, which translates to the
number of degree 2 vertices. For 2-3 regular graphs, this is proportional to the number of degree 3 vertices. We call this
number m. By a parity argument, taking into account of dangling edges, it can be shown that m must be even.
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Fig. 9. One edge transformation.

Fig. 10. Another edge transformation.

So we systematically enumerated all gadgets with m = 2, 4 or 6. There are over 170 gadgets with m = 6. On the other
hand, symbolic computation cannot even handle a single gadget with m = 8 (the computation does not terminate). Yet,
numerically even all gadgets with m = 6 together do not suffice.

At this point we decided to modify our strategy. Instead of looking for a set of gadgets which will completely cover all the
points in R? — E, we will settle for a set of gadgets with relatively low degree signature polynomials (m < 6, so that symbolic
computation can handle) and whose failure set is small and easy to delineate. We search for such gadgets numerically, and
once we settle on such a set of gadgets, we will bound it by a box defined by piece-wise linear segments such as a triangle.
We use symbolic computation to confirm that the box indeed contains the failure set. Outside such boxes the problem is
already proved #P-hard. Then we deal with the boxes separately.

The next idea is somewhat different. We consider an ¥ -gate with two dangling edges, both to be connected externally to
vertices of degree 3.In Fig. 9 we depict such an # -gate. Note that such an ¥ -gate canreplace a vertex of degree 2 everywhere.
It can be verified that its signature is [a®(a® + b) + a + b%, a(a®> + b) + b(a + b?), a®> + b + b%(a + b?)]. Logically, if the
counting problem with the above transformed signature is #P-hard, then so is the counting problem with [a, 1, b].

The dehomogenized form of the signature map is

(9)

@@ +b)+a+b? a®+b+b%a+b?)
a3+2ab+b3> a4+ 2ab+ b3

fl:(avb)'_)<

The subset of (a, b) in a box which is mapped by f; to a point within the box is a semi-algebraic set. Because of the relaxation
of the original failure set to the box, the defining polynomials of this semi-algebraic set are of relatively low degree. Had we
not enlarged the failure set to the box, this degree would have been too high for symbolic computation.

In fact we will need another # -gate (Fig. 10), where it has the dehomogenized form of transformation

(10)

@b (a(a3+1)+a+b2 a2+b+b(1+b3))
2 )

a34+ab+1+b3 a>+ab+1+b3

Note that at least one map of f; and f, is well defined at every (a, b) € R? — E, since a®> + 2ab + b and a® + ab + 1 + b3
simultaneously vanish only atab = 1.

There is another idea that we use to lower the degree, which makes symbolic computation feasible. It can be seen that
the various signatures are symmetric functions of a and b. Once we make a change of coordinates, such that the y-axis is the
line a = b, then the functions all become even functions of x. Also it appears that the point (a, b) = (—1, —1) is where most
of the trouble resides (at least numerically). Thus we use the transformationa = —/x+y —1,b = 4/x+y — 1, and we still
get signatures which are polynomial functions of x and y. This transformation further lowers the degree. In fact from now
on we operate in the xy plane, forming our boxes there. We also note that on the xy plane we only need to consider x > 0.
(Note that x = 0 corresponds to the line a = b and is excluded in R> — E.)

It turns out that we can find seven gadgets (one withm = 2, one withm = 4 and five with m = 6) such that the combined
failure set can be proved by symbolic computation to be the union of: (1) a small region bounded by a small box (2) a small
number of curves defined by polynomial equations (each with several branches), and (3) a small number of isolated points.
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It is somewhat awkward to bound the curves in part (2) individually. However we can prove by symbolic computation that
it is contained in the box 0 < x < 0.14and0 <y < 1.

Let B be the union of two boxes from part (1) and (2). It can be proved by symbolic computation that both f; and f, are
well-defined within the box for part (1) and for any point of part (2) belonging to the curves. Every point (x, y) not in B
and not in part (3) has its corresponding [a, 1, b] already proved #P-hard. We use (9) and (10) (and in one case, a third
rational transformation corresponding to another # -gate) to prove that for all points in part (3), after a finite number of
transformations they all fall outside of the union of three parts.

For points in B, we apply the rational transformations (9) and (10), again in combination and in iteration. Each iteration
is as follows. Starting with B, in one iteration we define B= {(x,y) € B|fi(x,y) € Band f>(x,y) € B}. B is a smaller subset
of B. We then bound B by a slightly larger new “box” B'. B’ is still smaller than B, and this re-bounding is necessary since our
symbolic computation can only handle polynomials of degrees with an absolute upper bound. Then we replace B with B/,
and iterate.

After several iterations the “box” becomes a very thin strip, but it does not vanish. Our final knock is to realize that
the “box” after several iterations has become so small, that we can in fact apply one of the seven gadgets to eliminate it
completely in one step. This concludes our description of the proof of (8). In Appendix B, we list the logical steps of this
proof.

6. Some corollaries

Here we list some further theorems which follow from Theorem 2 by holographic reductions. This uses Theorem 1. Thus
Theorem 2 applies to more general pairs of signatures.

Corollary 7. Let o1, oy, B1 and B, be four real numbers and 18, — 281 # 0. Let f = (a1, B1)®3 + (@2, B2)®3. Then
#f | [Xo, X1, X2] is #P-hard unless one of the following is true:

(1) X% = XoX2,

(2) X()Ol% + 2X10[]ﬂ1 +X2,812 = X()Olg + 2X10[2ﬂ2 +X2,822 =0or
Xoo1Qy + X101 B2 + X1 Brox + X 8182 = 0.

(3) X003 4 2x101 B1 + X282 = Xoo102 + X101 B2 + X1 8102 + X281 B2 = — (X003 + 2x102 82 + X2 B3), OF
X002 + 2x101B1 + X2 B = — (X102 + X101 B2 + X1 8102 + X2 8182) = —(Xoas + 2X102B2 + X2 B2).

On the other hand, the counting problem is computable in polynomial time in these three cases.
It may be interesting to see some concrete examples.

Corollary 8. #[1,0, 1, 0] | [xo, X1, X2] is #P-hard unless one of the following is true: (1) x% = XoX2; (2) X9 + X, = x1 = 0or
Xo = X2; (3) X9 = X1 = —X, 0r X9 = —X1 = —X,. The counting problem is computable in polynomial time in these three cases.

Corollary 9. #[0, 1, 1, 1] | [Xo0, X1, X2] is #P-hard unless one of the following is true: (1) x% = XoX2, (2) Xo = 2X1 +x, = O or
Xo+x1 = 0; (3) 2xg +x2 = x1 = 0 0or 2xy + X1 = X1 +x = 0. The counting problem is computable in polynomial time in these
three cases.

In conclusion, we proved in this paper a complexity dichotomy theorem for counting problems over 2-3 regular graphs.
The restriction of regularity 2 and 3 makes the proof of hardness more difficult. We remark that over complex numbers,

2

there are new tractable cases. For example #[1, 0,0, 1] | [1, w, —w?], where @ = e’3 , is tractable. The algorithm is by
holographic reduction: under the basis transformation T = (]) 3) ,[1,0,0, 1] remains unchanged, while [1, w, —®?]
goes to [1, 1, —1]. The polynomial time algorithm for #[1, 0, 0, 1] | [1, 1, —1] also gives a polynomial time algorithm for
#[1,0,0, 1] | [1, w, —@?]. On the other hand, if EQUALITY gates of arbitrary arity are available, the problem #{=1, =, =3
ey =tk ...} |1, @, —@?]is #P-hard.
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Appendix A. Figures

Here we exhibit some numerical computation results, which show the complexity of the failure sets.
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Fig. 11. The failure set of the 1st gadget.
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Fig. 12. The failure set of the 2nd gadget.
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Fig. 13. The intersection of the first 2 failure sets.

The first batch of figures (Figs. 11-23) shows that the initial seven gadgets produce progressively thinner intersections
of failure sets, and ultimately the intersection seems to have vanished totally. Unfortunately this numerical truth is beyond
the capability to be verified by symbolic proof, which causes all sorts of complications.

The next two figures (Figs. 24 and 25) show what happens if we use all the gadgets that symbolic computation can handle.
It becomes thin, but not quite vanishing.

We omit the pictures for the seven gadgets that we did use, which leave a small uncovered region.
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Fig. 14. The failure set of the 3rd gadget.
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Fig. 15. The intersection of the first 3 failure sets.
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Fig. 16. The failure set of the 4th gadget.
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Fig. 17. The intersection of the first 4 failure sets.
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-2 15 - -0.5 0 0.5 1

Fig. 18. The failure set of the 5th gadget.
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-2 -15 -1 -0.5 0 0.5 1

Fig. 19. The intersection of the first 5 failure sets.

-2 -15 - -0.5 0 0.5 1

Fig. 20. The failure set of the 6th gadget.

-2 -15 - -0.5 0 0.5 1

Fig. 21. The intersection of the first 6 failure sets.
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-2 15 - -0.5 0 0.5 1

Fig. 22. The failure set of the 7th gadget.
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Fig. 23. The intersection of the first 7 failure sets.
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Fig. 24. The failure set of all gadgets withm < 4.
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Fig. 25. The Failure set of all 170 plus gadgets withm < 6.
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Appendix B. Logical steps of the proof

In this section, we give the logical steps of the proof of Lemma 4, by proving (8). We assume that the software
Mathematica™ correctly implemented the decision algorithm for semi-algebraic sets.

We will use four initial gadgets g; (j € [4]) and seven iteration gadgets A; (i € [7]).
Here are the 4 initial gadgets g,-g4:

==
e

The signatures of these four gadgets are listed as follows:

g = [d®+b,a+b*;

2 = [@® + 3d® 4+ ab® 4+ 2b + b*, b° + 3b* + ba® + 2a + a*];

g3 = [@ + 2ba® + 3ab® + a® + b*, a* + 3ba® + b? + 2ab® + b°];

g4 = [@ + ba® + 2a® + 2ab® + b + b*, a* + 2ba* + a + 2b* + ab® + b°].

Next we list the seven iteration gadgets A to A; and their signatures. The first two gadgets are

) )

* L4
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- O

v

- /

a@+b bla+b?

A — a(@® +3a®> +ab®> +2b+b*  b>+3b>+ba® +2a+a*
27 d®+3c4+ab?+2b+b* b +3b*+ba*+2a+ah) |

[a(az—i—b) a+ b? ]
A] = ;

The remaining 5 gadgets of the seven gadgets are depicted with their signatures A3—A;. For A3-A7, in matrix form, the
first two listed entries make up the first column, and the remaining two entries make up the second column.

As = [a@® + 2bad’ + 3a°b? + 3a® + a*b* + 6a*b + 7a’b? + 2a3b® + a?b® + a® + 3ab* + b> + b8, a® + 3ba® + 6a*b? +
2a® + a®b* + 4ba® + ab? + 8a?b® + 4ab® + b* + b7, a’ + 4ba® + 8a*b? + a* + 6a’b* + 4ab> + 3ab® + ba? + 2b° + a*b® +
b8, a® + 3a*b + 7a*b? + a® + 6ab* + b® + 3b% + a°b? + 2a°b® + a*b* + 3ab® + 2ab” + b°];

Aq = [a® + 5a° + @®b? + 4a*b + a*b* + 5a% + 5a’b? + a?b® + 4ab + ab* + 3b3 + b, a® + 4a® + 2a*b* + 6ba® + a*b* +
2a% + 7ab? 4 2ab® + ba® + 2a*b® + 3b* + b7, a’ + 3a* + 2a3b? + 7ba® + 2a*b* + 2ba® + 6ab>® + ab® + 2b* + 4b> + a*b> +
b8, a® + 3a® + 5ab? + 4ab + 4ab* + a*b + 5b> + 5b° + @’b* + a*b* + a®b® + b°];

As = [a® + 2ba’ + 3a°b? + 3a® + a*b* + 6a%b + 5a*b* + 3a®b® + 2a*b° + a® + ab + 2b® + ab* + b®, a® + 3ba® + 6a*b? +
2a° + 2a3b* + 4ba® + 2ab? + 6a’b® + 2ab® + a®b® + 2b* + b7, a’ + 2ba’ + 2a* + 6ab? + 2ba® + 6a*b* + ab? + 2a*b® +
4ab® + 3ab® + 2b° + b8, a® + a*b + 2a® + 5a?b? + ab + 6ab* + 2a°b* + 3a’b® + b3 + 3b® + a*b* + 3a?b® + 2ab” + b°];

A = [@® + 3bd’ + 5a°b* + 2a® + a*b* + 5a°b® + 5a*b + 2a*b® + 4a*b? + b® + 2ab* + b®, a® + 4ba® + 9a*b? + a® +
3a®b* + 7a%b> + ba® + 3ab® + a?b® + b + b7, a’ + 3ba® + 7a>b? 4 a* + 9a2b* + a®b? + 3a*b> + 4ab® + ab® + b® + b8, ab +
2a*b + 4a*b* + a® + 5ab* + 2a°b? + 5a°b® + 2b% + 5a?b° + 3ab” + a*b* + b°];

A; = [a® 4 5a® + 2a*b + 2a°b? + 643 + 3a’b® + 3a*b? + a®b® + 3ab + ab® + 1+ 3b3 + b®, a® + 4a® + 4ba® + 3a*b* +
3a? 4 3a?b> + 5ab? + 2ab® 4 ba® + a*b* 4 b+ 3b* + b7, d’ + 3a* + 5ba? + 2ba® + a*b® + 3a®b* + a + 3a3b? + 4ab® +
ab® + 3b% + 4b° + b8, a® + 3a® + 3ab + a*b + 3a®b® + 2ab* + 1 + 3a?b? + 6b3 + 5b° + a°b? + 2a*b° + b°].

So, overall we have 4 x 7 = 28 recursive constructions. As described in Section 5, there will be some exceptional points
for the intersection of the failure sets of these gadgets. These exceptional points come in three categories, (1) a small region,
(2) some finitely many curve segments, and (3) some finitely many points. Points in categories (1) and (2) will be bounded
by boxes which are defined by simpler curves. We will denote by B; and B, some suitable bounding boxes, and B; will denote
some finitely many points. These will be specified later. We want to prove

() #(A.g) SEUB UB, UBs.
Lj
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First we do some logical transformation to decrease the complexity of the symbolic verification. This uses the fact that
the main failure sets only depend on A; and not g;.

() #(A.g) = ldet(A) = 0] U [trA; = 0] U [(tr A))* — 4det(A)) < 0] U [det[Ag;, g] = 0]]
ij ij

=N |:([det(Al-) = 0] U [trA; = 0] U [(trA)> — 4det(A;) < 0]) U <ﬂ[det[Aigj, gl = O]>:| :

J

Fori =1, 2, 3, 5, 6, we can verify using Mathematica™ that

[idetlAig;. g1 = 0] C E.

J

For i = 4, Mathematica™ tells us that there are two more points (—«3/71, 3/5) and (f/i —J4). And for j = 7, there are also
two more points (a, b) = (r1,12) and (a, b) = (r, 1), where r; and r, are the two real roots of Z8 4+ 223 — 1 = 0. We
will put these four exceptional points to Bs. Then we will not worry about the initial value part and focus on the remaining,
which only depends onA;, 1 <i < 7.

So we will prove

() (Idet(A) = 0] U [trA; = 0] U [(trA)* — 4 det(A;) < 0]) C EUB; UB, UBs.

1

The complexity of this verification is still too high for Mathematica™. We observe that all the sets involved above are
symmetric for a and b. So we use the transformationa = —/x +y — 1, b = \/x + y — 1. The symmetry of a and b implies
that this set is also a semi-algebraic set of x, y. This transformation reduced the degree of the polynomials and as a result
the complexity of the verification.

In the plane of (x, y), we define

Bi={(x,y) eR?* | [x>0]&[x < 11/10] & [y < x/2] & [y > x/4] & [y > 2x*/5] & [y > 3x/7 — 3/40]};
B={(xy)€eR* | 0 <x<0.14&0 <y < 1}.

These two boxes are suggested by numerical computations. The following figure shows a shaded region which is the
main failure set and the set B; which contains it. After this reduction of degrees, Mathematica™ is able to verify that, with
nine extra points and the two pairs of exceptional points mentioned above, the intersection of failure sets is contained in
E U By U B,. All these exceptional points constitute the set B;. We remark that the actual failure set is very complicated,
whose description by Mathematica™ requires several pages of equations.

The remaining task is to prove #P-hardness for all the points in By, B, and Bs. Any point outside E U B; U B, U B3 has
already been proved to be #P-hard.

Using Mathematica™ we can verify that all points in B; will go out of E U B; U B, U Bjs after at most three iterative
mappings using the mappings f; and f, mentioned in Section 5.

1
0.9
08
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0.2
0.1

0
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)

a?(@ +b)+a+b* a®>+b+b*a+b?)
@ +2ab+b3 @+ 2ab+ b3 )
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In xy coordinates, these maps take the form
) 4x(5y — 6y + 2xy +2y3 — 2x)% 2y? +y* — 2y3 + 6xy° — 6xy + x?
X, )
! (6xy — 7x + 2y3 — 5y + 4y)? 6xy — 7x + 2y3 — 5y2 + 4y
x(8y + 4y — 11y? — 5x + 4xy)?  y* —y> + 6xy?> — Txy + x°
403xy —4x+y3 —2y2 +y)2 T 20Cxy—4x+y3 =22 +y) )’

In fact for one particular point on the xy plane (this corresponds to two points on the ab plane, (a, b) = (0, —1) and
(a, b) = (—1, 0)), we have to use the following third gadget, with its more complicated mapping f.

)

L xy) = <

Now we deal with the boxes B; and B,. After one iteration using the maps f; and f, above, we define B to be the subset o~f
points (x, y) in By U B, such that neither f; nor f, can map the point (x, y) outside of By U B,. We can re-bound the subset B
by the following two new boxes:

B, =(y>1/10x&y > 3x/7 — 1/10 & y < 23x/70 & x < 7/10);
B, =(y >43x/30&y < 4x&y > 4x — 8/25 &y < 2/5).
The next iteration we can bound the images by only one box
B" = (y <24x/70&y > 13x/70 &x < 7/10).
After several iterations we can bound the subset where #P-hardness is still unsettled by a single box:
B” = (y < 3x/14&y > x/5&x < 3/10).

Then we directly verify using Mathematica™ that the set B” is in fact already killed by the seven gadgets listed at the
beginning of this section.
This completes the proof. O
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